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In recent years, there has been an 
exponential increase in the use of 
health and sports-related smartphone 
applications (apps). This is also reflected 
in App-stores, which are stacked with 
thousands of health- and sports-apps, 
with new apps launched each day. These 
apps have great potential to monitor and 
support people’s physical activity and 
health. For users, however, it is difficult 
to know which app suits their needs. In 
this paper, we present an online tool that 
supports the decision-making process 
for choosing an appropriate app. We 
constructed and validated a screening 
instrument to assess app content quality, 
together with the assessment of users’ 
needs. Both served as input for building 
the tool through various iterations with 
prototypes and user tests. This resulted 
in an online tool which relies on app 

content quality scores to match the 
users’ needs with apps that score high 
in the screening instrument on those 
particular needs. Users can add new 
apps to the database via the screening 
instrument, making the tool self-
supportive and future proof. A feedback 
loop allows users to give feedback on the 
recommended app and how well it meets 
their needs. This feedback is added to the 
database and used in future filtering and 
recommendations. The principles used 
can be applied to other areas of sports, 
physical activity and health to help users 
to select an app that suits their needs. 
Potentially increasing the long-term 
use of apps to monitor and to support 
physical activity and health.
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Introduction 
Recent years have witnessed an exponential 
increase in the availability and use of sports-
related apps (Janssen et al. 2017). This 
low-cost, mainstream technology to monitor 
sports performance is embedded in people’s 
daily life. Especially among runners, research 
shows that about 50-75% of (event) runners 
use a running-related app (Janssen et al. 
2017; Dallinga et al. 2015). 
App-stores are stacked with thousands 
of sports-, fitness- and health-apps, with 
new apps launched every day. This comes 
with a significant challenge for users. There 
is an overload of available apps (Zhang, 
Zhang, and Halstead-Nussloch 2014), 
making it hard for users to decide which 
apps from the existing large inventory 
meet their needs, leading to frustration or 
doubts during the decision process and 
sometimes even resulting in not choosing 
any app at all (van Velsen, Beaujean, and 
van Gemert-Pijnen 2013). Thereby, it is also 
hard for users - often even impossible - to 
assess the qualities and limitations of an 
app before downloading it. The existing 
star-ratings in app stores can give users an 
idea of the quality of apps (Google 2016). 
However, assessing the app based on the 
number of stars-based user reviews can 
be unreliable (BinDhim and Trevena 2015). 
Acknowledging this problem, scholars 
developed instruments to review the quality 
of app content (e.g. Stoyanov et al. 2015). 
Yet, these tools are mostly domain-specific 
and are limited in scope. We present an 
online tool that supports the decision-
making process to choose an app based 
on its content quality. We will describe the 
development of this tool and give insight 
into its three design principles. Which are 
(1) app content quality scores are matched 
to the users’ needs with apps that score 
high in the screening instrument on those 
particular needs, (2) users can add new 
apps to the database via the screening 
instrument, making the tool self-supportive 
and future proof and (3) a feedback loop 

allows users to give feedback on the 
recommended app and how well it meets 
their needs. For this study, we focused on 
runners and running apps. 

Development of the tool 
We constructed and validated a screening 
instrument to assess app content quality. 
In parallel, we investigated the features 
runners need or wish in an app. Results of 
both methods served as the input for the 
built of the tool through various iterations 
with prototypes and user tests.

Construction and validation of the 
screening instrument to assess app 
quality
App-stores descriptions and ratings do not 
provide enough information to select the 
app that matches a user’s need. To address 
this limitation, we relied on the construction 
of a screening instrument, developed 
to assess the qualities of apps from a 
multidisciplinary perspective. We combined 
a literature review and expert evaluations 
to gain insight into the qualities of apps. 
Then, we constructed an app quality 
screening instrument that was validated by 
researchers and end-users. 

Developing an app quality screening 
instrument
To come up with features that are important 
to address app quality, we conducted a 
literature search. Combinations of search 
terms in different databases were used 
to identify relevant articles based on the 
content of the abstract and discussion 
section. The selected articles were used to 
construct a list of features related to app 
quality. In our case, aspects from existing 
screening instruments and taxonomies (e.g 
Stoyanov et al. 2015) were used together 
with empirical evidence from (1) health 
and behavioural science literature, such 
as exercise guidelines and behaviour 
change techniques (e.g. taxonomies of 
Behaviour Change (Abraham and Michie 
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2008), and insights from (2) design research 
literature, such as user-experience (e.g. Olla 
and Shimskey 2015), and (3) persuasive 
design (e.g. Fogg 2009). Our literature 
search resulted in just over a hundred 
features that were important to address 
app quality. Next to the literature review, 
eleven experts in the fields of Industrial 
Design and Engineering, Computer Science, 
Human Movement Science and Behavioural 
Sciences participated in expert panels. For 
full details of this study see (Dallinga et 
al. 2018). Results of the literature review 
and the expert panels were combined to 
construct the Sports App Screening Tool 
(SAST), encompassing 16 constructs (e.g. 
goal setting, monitoring, user experience), 
with a total 64 items scored on a 3-point-
Likert scale.

Validation SAST
The SAST was tested and validated 
by researchers and end-users. First, 
five researchers (not study-related) 
independently and blindly screened the ten 
most downloaded running apps with the 
SAST. Interrater reliability was measured 
with Cohen’s κ and was found to be 
sufficient (        0.669). Second, the validity 
of the items together with the scores on 
the items was discussed in a group session 
with all five researchers. Small adjustments 
were made to the items, mostly of linguistic 
nature. 
Third, we conducted a user study to 
determine the applicability of SAST. We 
used Participatory Action Research with 
15 end-users (i.e. recreational runners). 
These participants used three apps with the 
highest scores in SAST (Nike + Run Club, 
Runkeeper and Strava) for three weeks. Via 
a questionnaire, the applicability of SAST 
for the selected runners was assessed. 
According to the runners, the items in the 
SAST were clear. However, the ease of use 
of SAST was dependent on the user’s level 
of experience with apps. Less experienced 
or unexperienced app-users had more 
trouble using SAST. Again small, mostly 

linguistic, adjustments were made to the 
items. 

Getting insight into users’ needs
Parallel to the development of SAST, the 
user needs were investigated. Fifteen 
runners (the same sample who participated 
in the Participatory Action Research) filled 
in an open-ended questionnaire. Questions 
inquired about the feature’s runners need or 
wish. Participants indicated that the user-
friendliness of an app is the most important 
criteria: ”often app builders try to fill up the 
app with as many features as possible, while 
it turns out that no matter how complete 
an app is, it will not be used when the 
usability is low” (participant 12). The survey 
also showed that (1) being able to monitor 
progress, (2) comparing current data with 
previous data and setting goals, (3) getting 
rewards, (4) getting feedback, and (5) 
sharing data with others are the functions 
mentioned as ‘needed’ by the runners. 
We used this information (the screening of 
the ten most popular running apps and the 
obtained insight into users’ needs) to build a 
prototype of the app decision tool.
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From first prototype to stable release

Figure 1: Primary building blocks of the decision tool: (i) user profile and goals, (ii) selection of important features, (iii) 
filtering, (iv) presenting results, and (v) feedback loop and adding new apps

A simple online platform with screen mock-
ups was built (see figure 1): (1) user profile 
and user goals, (2) selection of important 
features, (3) filtering and matching, and 
(4) returning the results. A fifth building 
block was added subsequently and will be 
discussed later in the paper.
It was important to make the prototype 
tangible to get concrete feedback from 
users. Simultaneously with this prototyping 
phase, we conducted several sessions 
with end-users. We showed them the 
first prototype and asked them to talk us 
through everything that came up their mind. 
This think-aloud method (Someren, Barnard, 
and Sandberg 1994) not only gave us insight 
into the prototype itself but also into users’ 
cognitive processes during the selection of 
an app. 
We further developed the content, for 
example by reformulating the questions in 
the first building block. The question ‘What 
are you looking for’ was added (see figure 2, 
screen 1). Only if the answer turned out to 
be that the user was looking for an app with 
more functionalities than the current app, 
the step to fill in the user goals was skipped, 
the user is directly forwarded to ‘selection 
of important features.’ For the second 
building block, the functional requirements 
were initially derived from the survey 
on user needs. The user tests revealed 

additional categories such as ‘music’, ‘giving 
general information’, etc. The think-aloud 
thus also revealed that we should help users 
in their decision process by pre-selecting 
features based on their user goals. For 
example, if a runner chooses that (s)he is 
physically active for social reasons and 
to become fitter, in the third screen the 
functions: setting goals, work with training 
schedules and sharing results would be pre-
selected (see figure 2, screen 3). 
Besides information about which features 
are important according to the users, 
information was also needed about how 
advanced the feature should be. For this, 
we developed so-called, in-depth questions 
that provide more detail about an important 
function (see figure 2, screen 4). The in-
depth questions corresponded to the items 
in SAST. For example, if a runner selects ‘I 
can set goals’, this corresponds to one of the 
16 constructs of SAST, namely Goal Setting. 
Because this construct consists of six items, 
six matching in-depth questions are asked, 
for example ‘set individual goals myself’. This 
connection between the SAST and the in-
depth questions allows us to directly match 
user needs with the scores of the apps on 
SAST. This direct match between the scores 
on the SAST and the question asked in the 
tool is one of the three design principles.
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At this moment in the design process, 
additional iterations with end-users were 
conducted. We decided to publicly release 
the decision tool to collect in-situ data on 

how it is used and what choices are made 
by users. Simultaneously with the release 
of the system, we continued iterating and 
developed a fifth building block. 

Figure 2: The sequence of screens of the decision tool, including an outline of the core building blocks at the top bar. In the 
first screen (left) the user profile is determined. The second screen enquires about the user goals, or ‘why they want to be 
more physically active’. These two screens together form the first building block. Next, the user selects the features they 

find important. A pre-selection is made to help the user. Then they fill out the in-depth questions on the features they deem 
important. After the fourth screen, the decision tool filters and match apps that fulfil the runners’ needs. The matching apps 

are presented on the fifth screen and the user can download the app of their choice.

Making the tool future-proof
To deal with the rapidly growing world 
of (smartphone) apps, we attempted to 
make the tool future proof by adding two 
principles (i.e. design principle 2 and 3): 
a screening function for end-users and a 
feedback loop. The screening principle for 
users allows new apps to be screened by 
users and added to the database. SAST is 
used to act as a neutral entry point to add 
apps to the database (see figure 1, block 
V). The final principle is the feedback loop, 
which invites end-users to give feedback on 
the decision process (only if they are willing 
to contribute to the validation process). 
After three weeks, the end-user receives 
an e-mail to rate the experience with the 
app. This user feedback is used to improve 
the filtering of the apps in the database 
in relation to the in-depth questions, 
important functions and goals. 

Discussion and Conclusion
In this paper, we deployed a methodology 
to develop an online tool that supports 
the decision-making process to choose a 
smartphone application. We illustrated the 
method through a running-apps case study. 
Our approach included the development 
of a screening tool, the assessment of 
user needs and iterative prototyping 
based on user testing, which resulted in 
a decision-making tool relying on three 
design principles. First, the direct match 
between the scores on the SAST and the 
question asked to users in the tool. Second, 
a screening principle where users can add 
new apps to the database through the SAST, 
to make the tool self-supportive and future 
proof. Third, a feedback loop allows users 
who followed the tool’s recommendation 
to give feedback on the recommended app. 
This feedback is added to the database and 
therefore directly used in future filtering and 
recommendations. Besides these principles, 
the multidisciplinary approach is an 
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essential asset in this context. This approach 
supports some practicalities like working 
on different aspects simultaneously, i.e. 
development of the screening tool was done 
simultaneously with the research on user 
needs and the iterations on the prototype 
were done parallel to the end-user testing. 
More importantly, we experienced that 
multidisciplinarity was required in several 
stages.  For instance, the development and 
validation of the SAST where expertise of 
different disciplines were combined. But 
also, during the built of the first prototype 
where all disciplines were present to 
integrate the different expertise from the 
beginning of the process, making decisions 
that work for all the disciplines. Therefore, 
we managed to integrate all disciplines. 
Thereby, we argue that multidisciplinarity 
is not only required in this particular study, 
but that it applies to the whole domain 
of sports, health and design. Where 
approaches from several perspectives 
are necessary to design meaningful tools, 
services and practices.

Limitations and future work
First, we adjusted the screening tool to the 
needs of the end-users. In the future, we 
should consider making different versions of 
the screening tool, one that applies to end-
user, but also a more extended version that 
could be used by researchers or experts. 
This could provide the decision tool with 
more detailed information. Second, we 
recommend fellow designers who want 
to follow our approach to integrate the 
feedback loop immediately in the first 
prototype. Adding it subsequently led to 
a limitation that the feedback loop was 
not user-tested. Finally, we used the same 
sample of runners in different steps. We 
would recommend broadening the view and 
feedback by recruiting new runners for each 
step. Finally, our three design principles 
should be applied to other contexts in the 
future, for instance, a different category 
of health apps or with different expertise 
within the teams. 

Conclusion
The overall approach presented in this 
paper, as well as the underlying design 
principles, can be applied to other areas 
within sports, physical activity and health 
to help users to select an app that matches 
their respective needs. The overarching 
goal is to eventually increase more diversity 
and long-term use of apps to monitor and 
support physical activity and health.
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